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Are you prepared? Rediscovering wavelets
and a new local regression approach
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CHEMOMETRICS IN SPECTROSCOPY
BRUKER

Algorithms: Increasing Demands but Decreasing Expertise

- " Algorithms ] Machine Learning & Artificial Intelligence

Linear Non-linear Non-linear & complex

Univariate Multivariate Kernel ML Al

Algorithms Algorithms Methods Convolutional Recurrent
Neural Neural
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PLS, PCA, SVM etc. CNN RNN

Local Regression

Increasing:

required data, model parameters,

model complexity, calculation time, performance,
need for validation of robustness and performance
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CHEMOMETRICS IN SPECTROSCOPY

Algorithms implemented in QUANT3
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= Implemented in QUANTS3
= ¢-SVR on PLS scores
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Making sense of your data

Scientific study

pport Vector Regression (SVR) on PLS Scores

applied to Near Infrared Data Sets

1 Introduction

NIR and other spectroscopic methods are secondary methods and need calibrations based on primary
reference methods to perfoerm evaluation of spectral data. The PLS algorithm is mast common far NIR as.
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CHEMOMETRICS IN SPECTROSCOPY
BRUKER

Algorithms implemented in QUANT3

. Agorithms ] Machine Learning & Artificial Intelligence

Linear Non-linear Non-linear & complex

Univariate Multivariate Kernel Artificial Neural ML Al
Algorithms Algorithms Methods Networks Convolutional Recurrent

ANN Neural NEg]
oLS SVR Networks NSV E

Local Regression CNN RNN

Implemented in QUANT3
= ¢-SVR on PLS scores

= | ocal Regression based on libraries of
wavelet transformed spectra
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LOCAL REGRESSION
BRUKER

Local Regression: New Approach but what for?

= LOCAL method by Shenk and Westerhaus (1997)
Pioneer work on spectra, no data compression,
no transformation, no model(s) behind

= PLS based Local Regression (LCPS or LCCRS, 2016)
PLS score-based library utilizes specific information,
data compression, model based

= Requirements for new approach:
= Sparse data representation (data compression), orthogonal latent variables

= Model free library for updating and expanding without re-calculation of existing data

m [ ocal Regression on wavelet transformed spectra

© 2021 Bruker L Innovation with Integrity | 15 October 2025 | 5
- confidential -



WAVELET TRANSFORMATION

BRUKER
Fourier Transformation: Frequency Analysis of a Simple Signal
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WAVELET TRANSFORMATION
BRUKER

Fourier Transformation: Frequency Analysis of a Spectrum
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WAVELET TRANSFORMATION

Wavelet Transformation: Localization in Time and Frequency
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WAVELET TRANSFORMATION

Wavelet Transformation: Lots of Wavelet Functions available

Localization in Time and Frequency
Compact Support
/Zero mean

Orthogonality

Different properties regarding

= Smoothness and regularity

Detecting signal details

Compression and denoising

Approximation power

Reconstructing the signal
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WAVELET TRANSFORMATION
BRUKER

Wavelet Transformation: Dilatation and Translation

= |ocalization in Time and Frequency by

= Dilation stretches or compresses

k=0 k=1 k=2 k=3
the wavelet, effectively changing its
frequency I\
pa iy
= Translation shifts the wavelet along L, \V
the time axis T
AN 2
oo I
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WAVELET TRANSFORMATION
BRUKER

Wavelet Transformation of a Spectrum
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WAVELET TRANSFORMATION
BRUKER

Wavelet Transformed Spectrum: Frequency Bands and Coefficients
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Options to work on transformed data: ;

= Select & use coefficients directly 2

= Select & reconstruct signal again :

(e.g. smoothing and denoising) .
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WAVELET TRANSFORMATION
BRUKER

Wavelet Transformed Spectra Library

Wavelet coefficient data space

= Orthogonal latent variables

= Spectra variance reproduced

= Easy updating /expansion

= Filtering / selection possible

Local Regression

= KNN on coefficients one time

= PLS on coefficients,
same input for all components
PLS weighting works well on orthogonal
coefficients
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WAVELET TRANSFORMATION

Selection by Correlation: Use only helpful Wavelet Coefficients

Selection of coefficients:

4

by correlation and genetic algorithm (GA)

by thresholding
by frequency band
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WAVELET TRANSFORMATION

Thresholding: Discard Wavelet Coefficients which are too small

Selection of coefficients:

= by correlation

= by thresholding (bonoho et.al., 1994)

= by frequency band
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WAVELET TRANSFORMATION

Wavelet Transformed Spectrum: Frequency Bands to be Selected

Selection of coefficients:

= by correlation

= by thresholding

= by frequency bands as they are

(excluding baselines and noise)

010

Detail Wavelet Coefficients, Index 3 & 4

i=5

— ﬂJTm]I- ______

Detail Wavelet Coefficients, Index 33 to 64

0.03

0.01

0.01

003

0.0

4

35

3

25

2

15

1

0.5

0
0 200

i=2
15
a -.

Detail Wavelet Coefficients, Index5to 8

i=6

e e, |.'J.-.'-|.|||| [T

Detail Wavelet Coefficients, Index 65 to 128

400 600
Data point index

- confidential -

0.05

O —

- .
<0.10

0.1%

800 1000

i=3
L]

Detail Wavelet Coefficients, Index 9 to 16

Detail Wavelet Coefficients, Index 129 to 256

0.05

0.00
o5

j=4

<0.10

Detail Wavelet Coefficients, Index 17 to 32

i=8

D L T TR (G i e £ R '

€05

Detail Wavelet Coefficients, Index 257 to 512

Innovation with Integrity |

15 October 2025

16



QUANT3 LOCAL REGRESSION

Local Regression (LR) based on Wavelet Compressed Spectra

The QUANTS3 approach settings:

Broad spectral range(s) selection only
(manually), no optimization required

Due to wavelet transformation almost
no pre-processing required (but possible)

Simple selection of coefficients by
compression levels (wavelet frequency bands)

SNV on selected wavelet coefficient bands
reduces noise

Setting of rank
= Global PLS rank for each component

= Auto-Rank on averaged local suitable
ranks determined by Cross Validation

New!
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QUANT3 LOCAL REGRESSION

Local Regression compared to Bruker PLS Models:
One Library, 37 Products and 100k Samples, 20% Validation Set
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QUANT3 LOCAL REGRESSION

Local Regression (LR) based on Wavelet Compressed Spectra
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Microchemical Journal 207 (2024) 112144

Contents lists available at ScienceDirect

Microchemical

Microchemical Journal

ELSEVIER journal homepage: www.elsevier.com/locate/microc

Another pipeline in local Partial Least Squares Regression (LPLS) methods:
Assessing the impact of wavelet transform integration

Antoine Deryck ™, Andreas Nieméller", Vincent Baeten”, Juan Antonio Fernandez Pierna

§< Wallonie
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Thank you, Antoine and Juan! 3 CRAWY
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